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Abstract

Anhortant component of future space missions is to examine small solar systcin objects such
as asteroids with iInexpensive spacecraft. [ order to reduce the costs of such missions, it is desirable
to perform some or al of the navigation function onboardthe spacecraft. 'T'his paper presents an
Algorithmn to autonomously dctermine the orbit of the spacect aft using a wide field-of- -view camera

and"d]n(‘compulcd modelof Thicabject. Tn the algor|thm { he observed litnbs of the object aré
(‘OIn])dICd with its precomputed location using the modecl to obtain an inst antaneous position fix
of the spacccraft. A series of these position fixes are theninput to a filter which determines the
complete state of the spaceeraft. The procedure is validatedusing simulations of orbits around
saimple asteroids.

1 Introduction

The navigation]) of spacccraft orbiting small objects such as asteroids presents special problems not
cs(‘(‘nin])]dnotaly orbiting missions. In particular th(‘(lvndmi( cnvilonmcntt]lo spacecraft iS opomting
Mdncuvmq are Uierm n(‘(‘(i('-(.l. fai rIy often o maintain the 011)1t NdVlgdtmg thc S})d((‘(‘]d'rt using COIRel -
tional gyound-based methods may be very costly in terms of stafling requirements to keep personnel
aroundthe clock to performorbit determination and mancuver analysis functions. It imay aso prove
- to beimpractical to navigate fromthe ground due to frequent mancuvers and long round-trip light
times. Ior these reasons, the feasibility of performing some o1 al of the navigation functions onboard
the spacecraft is being looked into. Thisstudy addresses the problem of onboard orbit determination
of a spacecraft around a small Obloct It is assured that animportant first step to any autonomous
schieme for orbiting small objects - building a model of the object itself - lias been done and is available.
An algorithm has been developed which uses this precomputed shape model of the object and images
taken with awidcficld-of-view (1'OV)camerato autonomoygly determine the state of the spacecraft.
The method is demonstrated with the use of a snnu]ahon

2 Equipment

The sole instrument used to obtain data is a camera with a wide 'OV (around 50 to 60 degrees) and
a fairly short focal length (00 10100 mm). The exactspecifications of the camera will depend on the
particular mission; for this simulation, an 800x800 pixcl array camera with a 60 deg.1"OV and 50 mn




focallength was chosen . The wide FOV is necessary to keep the entire object within the camera frame
cvenal fairly close distances. Inaddition, these specifications ensure that epected errors in camera
pointing obtained independently of the imaging camera will be at the sub-pixellevel and can beignored
for the simulation.

3 Image Processing

3.1 Object Modeling

It is assumed inthe subsequent description of the image processing methodology that a reasonably
good model of theobject being orbited, including its spin rate and orientationin space, is available.
Although the details of how this is obtained is beyond the scope of this text, a brief discussion of the
object modeling process iS necessary.

First, a suitable format for the objects shape modelis needed. Although severalformats exist, such
as spherical harmonic expansions of the topography andalbedo, or interconnected flat plates (Ref. 1),
we chose a new representation which is both compact and easy to represent unusual shapes. The basic
idea is to represent the object as a three-dimensional matrix. Incach block of the matrix, a number is
used to describe whether the Mock is occupied by the object, oris empty space. Thus, the object is
built up as a set of occupied blocks inthe 3-1) matrix.

With the representation chosen, the second problem is to build the niodel from pictures of the
object. Unfortunately, unless the mission is to Ida or Gaspra, no pictures arc available of any asteroids.
One possible solution if the asteroid is a near Ilarth one is to obtain a rough estimate of the shape
from radar bounces ofl the object, such as was done for Castalia(Ref.2). The rotation rate can
beobtained from examining the light curve from ground based observations, but the orientation may
be problemnatic. The second option, therefore, is to obtain the shape model from picture taken by
the spacecraft inthe vicinity of the asteroid. Ina mission to an asteroid, the nominal mission plan
would undoubtedly include a phase where the spacecraft would be either be very slowly approaching
the object, or ina loosely boundorbit a a great distance from the center. During this period, the
on board camera would be taking pictures of the asteroidin order to characterize its properties, such as
its sire, shape, orientation, andspincharacteristics. I'rom this observation campaign, which might last
weeks or cvenmonthis, alow order shapemodel can be obtained, as well as accurate estimates of its
pole orientation and rotation period. Whether this canbe done autonomously onboard, or whether it
must be done 011 the ground is stillopen to question. Currently, software existsin the Optical Systems
Analysis groupat JPL which take.s in a set of pictures of anohject and computes a shape model using
spherical harmonics (Ref. 3). In addition, aneffort is underway to refine this procedurc to produce a
model inthe block format described above. Future efforts will include auto mating this process for use
in an onboard systern.

3.2 Spacecraft Point Positioning

Historically, optical navigation has beenused primarily to obtain target relative angular measurements
which supplemented standard radio navigation techniques for deep-space missions (Ref. 4).To obtain
the measurement, techniques were developed to perform high precision centerfinding (0.1 pixel or less)
on objects which were unresolved point sources or cllipsoidal extended bodies. For orbiting an asteroid
whose shape model is available, however, an additional observable, nainely therange to the object, can
be inferred from theimage. In particular, theshape mode] enables a deterministic measurement of the
spacecraft’s object centered position from triangulation. This process is casily visualized from Figure 1;
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I'igure 1: Spacecraft Viewing Geometry

the spacccraft lies on the intersection of two line-of-sight vectors (\ and V. ) to two known limbs (],]
and 1.2) of the object. In principle, ibis mecasurement is suflicient as an instantaneous position fix for
subsequent incorporation into a filter for full spacecraft state estimation. 1n practice, however, it is
bothnecessary and desirable to get a filtered position fix as welldue to inaccuracies in the object model
and limb correlation techniques. in addition, since a nominal trajectory is available, the problem can
be set up as a lincarized least-squares estimate about the nominal position, which greatly simplifies
the computation. The filtered position fix also provides formal stalistics o1 of e position estimate for
usc in the full state filter.

The P rocess to obtaina filtered estimatle of the instantancous position will now be described. In
order to simplify the equations, the assumption is made that Camera gistortions are ignored and that
the camera boresight is along the spacecraft z-axis (see Ref.” 5 for a more detailed derivation). Also,
it is assumed thatlimb vectors have been rotated intoa body-fixed inertial reference frame. Irom
Figurel, it can be seen that the spacecraft’s inertial hody-centered position vector is X, the varfable
to be computed . The observed limb in the camera I]I]dgelsﬂl(* line-of-sight vector, v p}()Jcctod into the
camera focal plane, where V canbe computed as I,—X. Totra nsform V into pixel and line coordinates,
first rotate V into the camera frame (a frame with the z— axis along the camera boresight, and the @
andy axes determined by the camera twist @1 gle):

V.= TicV (1)

Where

V. = the linc-of-sight vector to the limb in the camera frame, and

Tye = the rotation matrix from inertial to the camera frame.




Then , project V, into the camera focal plane via the lens equation:
x| Mi_ Ve @
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J = the camera focal length, in mm

where

a,y = thelimb Jocationin focal plane coordinates, inmm, and
Vey,Vez ,Ves = the components of the line-c)f-sight vector.

I'inally, the limb location in pixel and line coordinates p,and 1 is
[7’]: 1\"[”’} ©)
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K = the conversion matrix to go frominm to pixel andline.

where

‘2’0 performthe ]east-squares estimate, partial derivatives of the observable (the pixelandline
coordinate of thelimb) with respect to the instantaneous position of the spacecraft are needed. These
partials are obtained by first differentiating the limb point in focal plane mm coordinates with the
line-of-sig]lt vector V (Ref. 5):
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Note that —f;{ is zero if the camera focal length is constant, and that %}VL is simply 7¢, the inertial to

camera fraine rotation matrix. Then, the pixel and line partials are:
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The last step is to performihe chain rule to go from partials withrespect to the line-of-sight vector to
partials with respect 1o spacecraft position:

9p 9 1 v Jp
oY | = | o v - | ay (6)
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Using the above equations and given a nominal guess for the position, the updated position estimate
becomes a standard weighted least-squares problem:

p;.
J/:[fg{}, i=1,N (7)
ax
Y = [Ap; ALY, i=1,N (8)
X = [H'wHtntwy (9)




where

X = estimated correctionto the position

Ap, Al == thec observed minus computed pixel and line residuals
W = the weighting matrix
N = the number of limb observations.

The term in brat.kct,s in(9) is the formal covariance matrix of the estimate which will be used later in
the orbit determination filter. The weighting matrix, W, iS the inverse square of the uncertainties Of
cach pixel and line residual pair. llow this value is determined will be describedin the next subsection.

3.3 Limb Extraction and Correlation

The last piece of the image processing system is the actual limb correlation technique which matches
the predicted limb locations with the true locations scen by the camera. T'his process must be fairly
robust, for if anincorrect match is found, the solution obtained from the fill er above will bein error.
Historically, this correlation was simplified by the fact that the initial natching of the limbs is done
by ahuman, thus, avoiding gross misidentifications. To automatethisprocess to a certain degree, the
procedure used is as follows.

First, compute the center-of-brightness (COB) in the modeled and observed pictures. Figure 2
shows the location of the COB, marked by an ‘0", computed for a modeled scene (¥Fig. 2a) and the
“true”, or observed scene (1'ig. 2b). Depending on the phase, the COB will be offset from the center-
of-figure (COY,used here as being the same as the center-of-iass of the asteroid, shown inligure 2
as an ‘X’). The value of the offset computed from the model will be used to guess the COF of the
observed scene. The limb scans will be taken from the respective COVFs of the modeled and observed
scene.

The next step is Lo find candidate limbs to correlate. Inorder to get, the maximimal geometric
information!, it is desirable o obtainlimbs as far separated as possible. 11lowcwcl, unless the asteroid
is scen at full phase (anunlikely event, given most mission constraints), only liinbs from the lit side of
the object will be usable. Of all locations on the lit side, anobvious first choice is the limb lying along
the sun direction in the camera frame. The sun angle in the camera framne, ¢, can be found from

Src = ’]‘](;,S_: (]0)
Ag(-
¢ = tan? (%‘?) (11)

where

S = the spacecraft to sun vector in ine tial coordinates, and

Se. = the spat.cc.raft tosunvector incainera coordinates.

The limb is found by sampling the brighness value (know as the DN value) along the line from the
COJ’ towards the sun direction until it falls below a certain threshold (shown as aline which starts
from the COY and directed towards the sun inIigures 2a and 2b). in the same manner, radial scans
from the COI arc takentosample the limb in a 60¢ arccentered on ¢ for the model and a 90° arc
for the observation. The angular increments at which the scans are taken are chosen to be such that
the arc spanned from one limb scan to the next is close to one pixel. To ensure that this is the case,
at cinch limb scan, theincrement for the next scan is computed by dividing one pixel by the radius of




(a) Model Scene

(b) Observed Scene

Figure 2: Center-of-brightness and Limb Scans for (@) Model Scene and (b) Observed Scene
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Figure 3: Limb Locations fromm Modeled and Observed Object for Scans Surrounding Sunline

the limb from the COF. This results in an array of about 70-80 limb samples, 1y, for the model and
110-130 samples, L, for the observation. Figure 3 plots the sampled limbs surrounding the sunline for
the model and observed scene shown in Figure 2. The absolut ¢ positions of 1, and Lo are removed
by subtracting cach limb location from the first one in the set, resulting in a matrix of relative limb
locations. T'hese relative limb positions are said to be matched when

111,0' (Ln]-|S)H (12)

is @ minimuin, where S is the pixel and line shift to be determined which achieves the minimum.

Tofind S, the smaller array of Ly, is overlaid witha sample of 1, of the same length, starting from
their first values, and the normis computed. This process is repeated by incrementing the starting
location of Iy, along Lo untilthe end of LO is reached. A plot of the norm of the difference matrix
is shown in Figure 4 for a candidate sct of limbs. The minimum of this plotisthe location along Lo
at, which the limbs are best correlated. The set of absolute limb locations of these matching limbs are
then recomputed, and the average difference between them provides the residual observable for the
limb scan direction given by ¢.

This procedure produces one of the Apsand Als needed in the least-squares fit. ‘Jo get other
candidate limb points, the same limb scan and matching process is repeated along lines at +£60° and
+30° of ¢,to get a total of fivelimbs (see Figure 2). When the phasc becomes greater than 90°,
however, the limbs near the perpendicular to the sun line become unusable, and only the +45° are
used, for atotal of three limbs. The degraded information available in these casesis reflectedin the
formal covariance matrix from (9), and will be accounted for in the orbit determination procedure
dc.scribed inthe next section.

The uncertaiuties for cach pixeland line pair of residuals is computed as follows. The minimum
sigma iS taken to be nunber Of pixels corresponding to the resolution of theimage. For example, for
the 250 m resolution model used inthe simulation seen at a distance of 85k, the resolution of the
image can be computedas roughly two pixels, based onthe given wide FOV camera. ‘Jhe]), in order
to account, for variations in the ability of the image p1 ocessing to matchlinibs properly, the weight is
taken to be the rms diflerence of the best matched liinbs, if this value is greater than the minimum.
Thus, a poorly matched limb will be assigned the weight of the rms difference, whercas a well matched
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limb will begiventhe minimum. The uncertainties in pixel and line are assumed to be uncorrelated,
so W in (9) will bea diagonal 2x2 matrix.

Inpractice, it was found that the procedure described usually needed two iterations to converge if
the nominal position differed from the true positionby more thanafew degrees. The first iteration
is needed o remove the angular error, from which a new model is construct which is correct in
orientation but off in distance. The second iteration then removes the remaining error in range. The
procedure will converge for angles even as high as 30° or so, hut more iterations are needed, a time
consuming process Since it requires recomputation of the model scene at each iteration. In general,
however, the a-priori knowledge of the orbit will be better than this, so 1 wo iterations will usually
suflice.

4 Orbit Determination

Theimage processing procedure produces an instantaneous fix on the cartesian position of the space-
craft relative tothe asteroid. 1t is desirableto connect these fixes together to estimate the complete
state of thespacccraft. Yor this analysis, a simple Keplerian two-body orbit was used for the force
model. Then, a standard orbit determination filter was applied which linearizes the orbit around a
nominal trajectory, andcomputes corrections to the nominal state based on a batch least-squares fit
to the observations. The estimated stateincluded the spacecraft’s positionand velocity, and the grav-
itaional parameter, g, of the asteroid. With the observations being theinstan ancous position fixes,
the observational partial matrix at a giventime issimply:

b 3
]133?7 = “(OJ' = []33‘3 | 0.‘&1:4] (]3)

(state),

The observations are mapped hack tothe epoch using the state transition matrix of the filter,

1= 1 ¥, (14)



so the mapped observation partial matrix is simply the first 3x7 elements of the state transition matrix.
The least-squares estimate of the corrections to the nominal state are:

g=[Pg'+ HT'wWI ntwy (15)

wher e

& = thecorrections to the nominal state

Py' =the a-priori covariance of the state
W = the weighting of thic observations, and
Y =the vector of observations.

The weight matrix, W, is the inverse of the formal statistics from the iimage processing given by (9).
Ilach batchof the filter consists of a set of at least three position fixes from the image processing
filter. At set increments of time, anew estimate is computed, using the mapped covariance from the
previous bate.11 estimate as the a-priori covariance matix, /. ‘J'he processis initialized with no a-priori
knowl edge, that is, I’y = O.

5 Simulation and Results

in order to verify and test the image processing and orbit determination procedures, a siinulation was
perforined for au orbit around an asteroid. The simulation employs a “truth” integration which is used
to calculate the true geometry for building the simulated observable, and the model integration which
includes errors intheinitial state parameters. Toadd realism a nd assess the effect of systematic errors,
the model of the object computed by the filter employs a differ ent representation of the object, as wc]]
as differences in the luminosity aud phase laws which describeits brightness distribution. In particular,
the mode] object uses the block representation which has a surface resolution of 250 m, whereas the
“truth” object uses the flat plate representation describedin Ref. 1. Since the plate representation was
developed primarily for visualization purposes, it incorporates interpolation hetween connecting plates
to produce a smoother picture, while the blocks have a somewhat rougher look. The asteroid’s nean
radius is approximately 20 km, and its nominal gravitational parameter, computed assuming constant
density, is 8.867 x1073 km3/s?.

The simulation was initialized witha near circular orbit with a semimajor of axis of around 85 km
and an eccentricity of 0.1. Theorbit is nearly perpendicular to the sunline, so the phase varies from a
minimum of 80 degreesto a maximum of 97. The initia disc repancy inthe spacecraft’'s state between
the mode] and the truthtrajectoryis about 5 km inrange and 3 degrees inangular position, and about
10 mm/sin velocity. The true p is set to be1.155x107 3 kin®/s?, a discrepancy of about 30% from the
model. Obscrvations were taken at a rate of one per hour, and an orbit solution was performed after
three observations, or every three hours, The minimum data weight for cach limb observation was set
at 2 pixels, which corresponds to the resolution at 85 kin range using the camera parameters and block
mode] resolution described above. Each time a solution is obtained, the estimates and covariances arc
mapped forward to the next epoch and used as the a-priori solution for thenext batch estimate.

The results of the simulation arc shown graphically inFiguresdthrough 7. Figure 5 plots the
residual between the instantaneous point position estimate made by theimage processing filer and
the true position in the camera x-y-z (the x and y being the pixelandline coordinate, andz is along
the camera boresight) frame. Also plotted arc the 1o error bars of the estimate. It can bescen from
these plots that the filter successfully computed the correct state in just aboutl every case, withthe
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Figure 5: Position Errors (Iistimated - Truth) and 10 Uncert ainties from Immage |'recessing Filter

crrors being at worst slightly over 20 ina few of the points. The formal uncertainties clearly show the
procedures ability 1o pinpoint the spacecraft plane-of-sky position to the level of uncertainty of the
mode], around 200-250 n, whilc the range direction ismuch nore poorly determined, arou nd 1-2 km.
It can also besecen that the range determination is more sensitive to the geometry of the scene, with
the 34 hour period of the truth orbit clearly visible as a periodicity in the range uncertainty. These
periodicities are aso visible inthexandy directions, butnot as pronounced . Finally, the statistics of
the actual errors reveals a bias in the x and y estimates to be about 30 and 60 m, respectively, while
the bias inrange is about 115 m. This implies that the model is about 40-50" msmaller than the true
object. This fact will also impact the orbit determination results.

Pigure 6 plots the residual between the estiinated orbit computed by the dynamic filter and true
orbit, given interms of its radial, transverse, and normal components. The plots show that after an
initial period of adjustment, the estimates stabilize 1o very near the true values, within the 1-1.50 of
their respective uncertaintics. The bias inthe range determination from theimmage processing filter is
evident inhere as well, but the dynamic constraints have reduced this value to anaverage of about
60 m. The out-of-planc componenet of the error hasno biases, but the values oscillate betweenitsleo
values with a period equalto the orbital period. The largest bias is seenin the downtrack component,
with a mean value of 100 m. In order to compensate for thelarger semimmajor axis, the filter also
overestimates the value for jeby about 4%, shown in 1igure 7.

6 Conclusions

This paper demonstrated an effective method of orbit determination usi ng optical images as a data
type. Using a wide 'OV camera and a precomputed model of an asteroid, an algorithm was developed
which found limbs froma location ncar the center of mass of the object in both the mmodeled and
observed scene, and then correlated the limb segments to determine a best fit to the instantaneous
object centered position of the observing spacecraft. The algorithm was proven by using independent
models for the the truth object and modeled object, which also introduces biases into the system which
arc quarnitified in the process. These instantanous position fixes were then used as observables to a
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dynamic filter which estimated the complete state of the spacccraft.

Although the current dynamic model uses a simple two-body force model, ¢ florts are underway to
add more redlistic forces for thesimulation. in particular, the effects of gravity harmonics of the aster-
oid, which includes offsets in the center-of-mmass, and solar radiation pressure will be assessed. Finally,
for complete autonomous navigation capability, orbit control inthe form of autonomous mancuver
computation willneed to be incorporated into the simulation.
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